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Abstract: The boson peak is a broad peak found in the low-frequency region of inelastic neutron and
Raman scattering spectra in many glassy materials, including biopolymers below ∼200 K. Here, we give
a novel insight into the origins of the protein boson peak, which may also be valid for materials other than
proteins. Molecular simulation reveals that the structured water molecules around a protein molecule increase
the number of local minima in the protein energy landscape, which plays a key role in the origin of the
boson peak. The peak appears when the protein dynamics are trapped within a local energy minimum at
cryogenic temperatures. This trapping causes very low frequency collective motions to shift to higher
frequencies. We demonstrate that the characteristic frequency of such systems shifts higher as the
temperature decreases also in model one-dimensional energy surfaces with multiple minima.

Introduction

Neutron scattering spectra of systems that obey the Debye
squared frequency law should be constant against frequency in
the lowest frequency range. The boson peak is characterized
by an excess spectral density of states as compared to the Debye
frequency law. It is found in the low-frequency region (15-40
cm-1) of inelastic neutron and Raman scattering spectra in many
glassy materials, such as glass-forming liquids,1 polymers,2 and
biological macromolecules,3-8 at cryogenic temperatures below
∼200 K. A peak corresponding to the boson peak has also been
found in simulation studies of hydrated proteins.9,10 As the
temperature increases, the boson peak shifts to lower frequency
and becomes buried in the quasi-elastic contributions. The boson
peak is observed in such a wide range of glassy materials,
including biopolymers, that attempts to clarify its origin have
been pursued in fields ranging from physics to biology. The
origin of the peak has been understood from a variety of

viewpoints. For instance, it has been suggested for silica glasses
that the peak is related to acoustic-like localized vibration11 or
to optic-like rotational motion.12 In the case of fragile polymers,
the vibration-relaxation crossover is proposed as the origin of
the peak.13 In simple liquids, the peak is explained by the mode-
coupling theory.14 The protein boson peak is claimed to be the
result of accordion-like excitations ofR-helices andâ-sheets15

or of similar localized motion in the molecule. In contrast, it is
also suggested that the peak originates from protein motions
extended over the entire protein molecule.8 Despite both
experimental5,7,8 and theoretical9,10 efforts, the origin of the
protein boson peak has not yet been fully understood.

Another temperature-dependent phenomenon which has re-
cently attracted much attention is a dynamical transition in
proteins similar to the glass transition. This glasslike transition
is observed as an abrupt increase in atomic fluctuations at a
temperature above∼200 K and is accompanied by the disap-
pearance of the boson peak.4 The glasslike transition of proteins
has been detected by a variety of experimental techniques, such
as X-ray crystallography,16 Mössbauer spectroscopy,17 and
incoherent neutron scattering.4,18 It is suggested that below the
transition temperature, a protein molecule is trapped in one of
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the conformational substates, and its conformation undergoes
almost harmonic motions within the basin of the potential
surface. Above the transition temperature, anharmonic motions
are observed, owing to the onset of jumping among different
substates, which endows a diffusive character to the conforma-
tional dynamics. The transition is strongly suppressed in dry
proteins,4 and hence solvent molecules are implicated in the
activation of the diffusive anharmonic motions. Such diffusive
anharmonic motions were shown to be crucial to the function
of a protein ribonuclease A.16 Collective motions are often
inferred to be important for protein function,19 and a small
number of anharmonic collective motions are considered to
dominate the total fluctuations.20 In addition, large-amplitude
collective motions characterized by a time scale of> ∼0.5 ps
are found to be significantly affected by solvent.21-23 To find
functionally relevant motions and to gain insight into the protein
energy landscape, it is useful to determine collective motions
from molecular simulation results by principal component
analysis (PCA).20

Herein, we will show that the protein boson peak originates
from a hydration-related multiple minima energy landscape,
which is also believed to be the origin of the glasslike transition
in proteins.18 Gaining a detailed understanding of the protein
energy landscape is essential not only for determining the origins
of the boson peak and glasslike transition but also for elucidating
the physicochemical mechanisms involved in protein function.
The multiple minima nature of the protein energy landscape is
caused not only by the inherent nature of protein itself but also
by rearrangement of the atom packing topology between the
protein and water molecules, accompanied by large-amplitude
collective motions of the protein.24,25 Solvent molecules are
known to affect protein dynamics mainly by two mechanisms.
The first is the enhanced anharmonicity, typically emergence
of hydration-related multiple minima as mentioned above. This
aspect of protein dynamics can be captured well theoretically
by the Jumping Among Minima (JAM) model.23 The second
mechanism is the viscosity effect, for example, manifested by
damping of vibrational motions.

To study the origin of the protein boson peak, we perform
molecular simulations using the atomistic force-field model
(AMBER parm99).26 Inelastic neutron scattering spectra, that
is, the incoherent dynamic structure factors, are calculated from
the results of simulations. Thus, the relation between atomic
fluctuations and neutron scattering spectra is examined. Five
types of simulation, normal-mode analysis (NMA), Langevin
mode analysis (LMA), molecular dynamics in vacuum (MDV),
molecular dynamics simulation with the generalized Born
model27 (MDGB), and molecular dynamics in water (MDW)
are applied to hen egg-white lysozyme (PDB code: 4lzt). A
boson peak has been observed in neutron scattering experiments
of this protein.3,8 In NMA, the conformational energy surface
of the protein is assumed to be a multidimensional parabola.

This is an idealized case where neither anharmonicity nor solvent
effects are considered. In LMA, viscosity is introduced to NMA,
and thus protein motions are expressed as a linear combination
of independent Langevin oscillators on the harmonic energy
surface.21-23 In contrast to the above two models, molecular
dynamics simulations (MDV, MDGB, and MDW) deal with
not only vibrational motion but also anharmonic motion of the
protein.23 In MDGB, solvent is treated as a dielectric continuum
instead of explicit water molecules. In our study, MDW gives
the most realistic results, including both anharmonicity and
solvent effects. In this article, we discuss the relation between
the protein energy landscape and the origin of protein boson
peak by comparing the results of these simulations.

Methods

Simulation Procedure.In MDV, MDGB, and MDW, the calculation
procedure is as follows. After a 150 ps equilibration period, 1 ns MDV,
MDGB, and MDW were carried out at 300 K. The 1 ns trajectory was
divided into five 200 ps trajectories. From the five structures obtained
for every 200 ps simulation over the 1 ns, MDV, MDGB, and MDW
were performed at 100 K. Increasing the temperature from 100 K, we
performed subsequent simulations at 150, 200, and 250 K using the
structure obtained at the end of the previous temperature simulation.
Each simulation below 250 K consisted of a 100 ps equilibration period
and a 200 ps production period. Physical quantities at each temperature
in this paper were calculated as the average of the results from five
trajectories.

Hen egg-white lysozyme comprises 1960 atoms in our simulations.
In MDW, 8 chloride ions and 7303 water molecules are included in
the simulated system, and the AMBER parm99 potential energy
function26 and TIP3P water model28 are employed. No potential energy
cutoff is used in NMA, MDV, and MDGB. In MDW, a periodic
boundary condition with a box size of 59.9× 67.5 × 73.7 Å3 is
imposed, and the particle-mesh Ewald method is used (the Lennard-
Jones interactions and the real space Ewald sum are smoothly switched
to zero at 10 Å). In MDW, the relative dielectric constant is 1.0. In
MDV and NMA, a relative dielectric constant proportional to the
distance between atoms is used. The system is weakly coupled to a
heat bath by Berendsen’s method29 with a relaxation time of 0.2 ps in
order to maintain constant temperature in MDV, MDGB, and MDW.
In MDW, Berendsen’s method is also used to keep the pressure constant
at 1 bar with a relaxation time of 0.2 ps. MDV, MDGB, and MDW
are performed with an integration time step of 0.5 fs. In this paper,
molecular dynamics simulation and energy minimization for NMA are
performed by using the molecular simulation programs AMBER 730

and PRESTO,31 respectively.
Inelastic Neutron Scattering Spectra.Neutron scattering experi-

ments essentially measure the total dynamic structure factor,S(Q,ω),
in which Q andω correspond to the momentum and energy transfers
between incident neutron and sample, respectively. Because the
incoherent scattering length of hydrogen is 1 order of magnitude larger
than the coherent scattering length of all the other atoms in the protein,
we assume in this study that their coherent contribution is negligible,
that is, S(Q,ω) ≈ Sinc(Q,ω). We calculate the incoherent dynamic
structure factor,Sinc(Q,ω), as the Fourier transform of a time correlation
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function, that is, the intermediate scattering function,I inc(Q,t):

Here, binc,j and r j are the incoherent atomic scattering length and
position of atomj, respectively. The functionsI inc(Q,t) andSinc(Q,ω)
reported in this paper are the respective averages ofI inc(Q,t) andSinc-
(Q,ω) on the sphere|Q| ) Q. The intermediate scattering functions
are calculated from a 200 ps MD trajectory or are analytically calculated
in NMA and LMA. In the case of MD, the incoherent dynamic structure
factors shown in this paper are averaged over five different trajectories.
The functionSinc(Q,ω) is rescaled by the factor exp(pω/2kT) to satisfy
the detailed balance condition. Such quasi-classical approximation has
been often used in neutron scattering experiments for almost-classical
materials.32 It should be noted that the energy level ofkT at 100 K
corresponds to a frequency of∼70 cm-1. Therefore, quantum effects
are not dominant in the frequency range of the boson peak (∼30 cm-1)
or lower. To simulate actual experimental resolutions, the inelastic
neutron scattering spectra are broadened by convoluting a Gaussian
resolution function (width) 1 cm-1).

Results and Discussions

For the simulation results, we first note that the broad peak
around 20 cm-1 is observed only in the solvated protein at low

temperatures below 200 K. At 300 K (Figure 1a), the overall
shapes of the incoherent dynamic structure factors,S(Q,ω), agree
with one another at frequencies higher than 70 cm-1 but differ
at lower frequencies. These results indicate that anharmonicity
and solvent effects on protein dynamics can be detected at
frequencies lower than∼70 cm-1. This frequency range
corresponds to a time scale of>∼0.5 ps for the large-amplitude
collective motions, which are significantly affected by solvent.21-23

At this temperature, only the LMA result is in good agreement
with that of MDW at frequencies higher than 8 cm-1. Thus,
the harmonic model with viscosity can reproduceS(Q,ω) over
a wide frequency range higher than 8 cm-1. The differences in
the frequency range lower than 8 cm-1 is considered to arise
from the anharmonicity of protein energy surface. The calculated
results at 100 K (Figure 1b) are significantly different from those
at 300 K. The so-called boson peak, a broad peak at around 20
cm-1, is only observed in the MDW result. However, peaks
are observed at around 5 cm-1 in both NMA and MDV,
corresponding to the lowest frequency normal mode. In this
respect, MDV behaves very similarly to NMA at 100 K. The
shapes ofS(Q,ω) calculated by MDGB are essentially the same
as those by MDV at both 300 and 100 K. Thus, the GB model
does not take account of either the viscosity effect or the multiple
energy minima effect caused by solvent. The effect of viscosity
can be observed in the LMA results. In Figure 1b, we see that,
when viscosity is introduced, the peak at around 5 cm-1 in NMA
disappears and instead a single peak is observed at 0 cm-1. Even
when examining a range of friction coefficients in LMA, no
peak is observed at a finite low frequency. Therefore, the protein
boson peak at around 20 cm-1 cannot be explained by the effect
of viscosity alone. Figure 1c shows the temperature dependence
of the incoherent dynamic structure factors calculated using the
results of MDW over the temperature range of 100-300 K.
This figure reproduces the temperature dependence ofS(Q,ω)
observed in inelastic neutron scattering experiments of proteins
quite well.3,4,6

The behavior of water confined by biological macromolecules
at cryogenic temperatures has been reported to differ from that
of bulk water.33 In neutron scattering experiments of solvated
proteins at cryogenic temperatures, the system has been shown
to be in a metastable state after flash-cooling to 77 K. Water
near the proteins in the flash-cooled systems does not crystallize,
as the dynamics of the protein and water are thought to be
strongly coupled. The temperature control in the present
calculations was designed to simulate flash-cooling. To confirm
that the water in MDW was not in a solid state even at cryogenic
temperatures, we calculated the average number of water
molecules hydrogen bonded with each water molecule. Two
water molecules were determined as being hydrogen bonded
only if their inter-oxygen distance was less than 3.5 Å and their
O-H‚‚‚O angle was larger than 150°. The average values at
100, 150, 200, and 250 K were 1.74, 1.73, 1.72, and 1.69,
respectively, and were not largely different from the value of
water at 300 K, which is 1.63. Thus, the water was not
crystallized and was, in fact, in a supercooled liquid state even
at cryogenic temperatures. The water model employed here was
TIP3P.28 The TIP3P model has been widely used to investigate
the dynamical properties of solvated proteins at cryogenic
temperatures34 and to obtain the corresponding neutron scattering
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Figure 1. (a and b) Dynamic structure factors,S(Q,ω), as a function of
frequency,ω (0 < ω < 80 cm-1), at Q ) 2.0 Å-1, calculated using the
results of molecular simulations at (a) 300 and (b) 100 K. The results of
NMA ( ‚ ‚ ‚), LMA (- - -), MDV ( s), MDGB (- ‚ - ‚ -), and MDW (thick
line) are shown. In LMA, we use a friction coefficient of 20 cm-1 for all
modes. This value is estimated based on calculated values from the
literature.21-23 (c) Temperature dependence of dynamic structure factors,
S(Q,ω), as a function of frequency,ω (0 < ω < 80 cm-1), atQ ) 2.0 Å-1,
calculated using the results of MDW over the temperature range of 100-
300 K.

Sinc(Q,ω) ) 1
2π∫-∞

+∞
dt exp(-iωt)I inc(Q,t) (1)

I inc(Q,t) ) ∑
j

binc,j
2 〈exp(-iQ‚r j(0)) exp(iQ‚r j(t))〉 (2)
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data.10,35,36To confirm that our findings do not depend on the
water model, we also carried out MDW using the TIP4P28

model, in which water has been shown to crystallize at low
temperatures.37 The simulatedS(Q,ω) for this model was in good
agreement with the results for TIP3P shown in this paper (data
not shown).

To analyze the protein energy surface over the important
subspace spanned by dominant collective coordinates, the
trajectories in MDV and MDW at 100, 200, and 300 K are
projected onto the plane defined by the 1st and 2nd principal
components of each 1 ns trajectory at 300 K (Figure 2). The
projections of these trajectories onto the 1st and 2nd principal
components at 300 K contribute to the total mean-square
fluctuation of atoms (MSF) by 39 and 37% in MDV and MDW,
respectively. Those at 200 and 100 K contribute to the total
MSF by 34 and 38% in MDV, and 41 and 42% in MDW,
respectively, which are not largely different from the contribu-
tions at 300 K. Similar to the results of BPTI,22 the present
results show that, at 300 K, lysozyme motion in water (MDW)
varies in two ways from that in vacuum (MDV); first, the motion
appears to be more diffusive in MDW, and second, the size of
clusters observed for the trajectories is smaller in MDW. The
diffusive nature of the trajectories in MDW was characterized
more clearly by overdamping of the autocorrelation function
for each principal component (data not shown) as demonstrated
previously.21-23 As seen in Figure 2, at cryogenic temperatures,
the protein motion in water is trapped in a smaller-scale cluster
than in vacuum. This means that the protein dynamics are
confined to fine structures on the energy surface at low
temperatures. Such fine structures have been shown to arise from
the existence of structured water molecules around the protein
molecule.25 The temperature dependence of the amplitude of
MDV fluctuation along the direction of the collective coordi-
nates in each cluster is almost the same as that expected from
NMA below the glasslike transition temperature. Similar results
were also observed along the other large-amplitude principal
components (data not shown). Furthermore, in MDV below 200
K, the contributions of the first 100 principal components to
the total mean-square fluctuation are also in good agreement
with those of the lowest 100 frequency (5-30 cm-1) modes of
NMA. However, those in MDW below 200 K are much smaller.
These results indicate strong suppression of the collective
motions in protein in MDW at cryogenic temperatures, while
the temperature dependence of the protein fluctuation in MDV
can be regarded as harmonic in this low-temperature range.

To summarize, the protein boson peak is observed only in
MDW, which indicates that a feature of the dynamics existing
in MDW but not in NMA, LMA, MDV, nor MDGB is
responsible for the peak. As mentioned earlier, large-amplitude(34) Vitkup, D.; Ringe, D.; Petsko, G. A.; Karplus, M.Nat. Struct. Biol.2000,

7, 34-38.
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Figure 2. (a) MD trajectories of hen egg-white lysozyme in vacuum
projected onto the plane defined by the 1st and 2nd principal components
of the 1 ns trajectory at 300 K. (b) Equivalent data in water. The results of
simulations at 100 (blue), 200 (green), and 300 K (red) are shown. Five
trajectories are plotted in the results of simulations at 100 and 200 K. The
projected trajectories are divided by the square root of the total protein
mass, and thus have dimensions of angstroms. The magnitudes of the mass-
weighted mean-square fluctuations from the lowest frequency mode of NMA
at 100 (blue), 200 (green), and 300 K (red) are also indicated by the width
of the double-headed arrows. (c) Temperature dependence of the contribu-
tions of the first 100 principal components of 200 ps trajectories to the
total mass-weighted mean-square fluctuation of the protein. The results of
MDV (s) and MDW (thick line) are shown. The contribution of the lowest
100 frequency modes of NMA (‚ ‚ ‚) to the mean-square fluctuation is
independent of temperature.

Figure 3. Spectral density from MDW at 300 K (red line) and at 100 K
(blue line) in the frequency range 0< ω < 120 cm-1.
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collective motions cause structural changes in the hydrated
hydrogen bond network, producing fine local minima on the
energy surface. Energy barriers between such minima are
relatively low, and at room temperature, jumping among them
can occur easily. Such diffusive motions are reflected at the
outskirts (5-30 cm-1) of the central quasi-elastic peak. As the
temperature is decreased below∼200 K, the collective motions
become trapped in these fine minima, causing the diffusive
motions to be replaced by vibrational motions, as reflected in
the decrease of density ofS(Q,ω) at the outskirts of the peak.
This phenomenon can be confirmed by spectral density calcu-
lated as the Fourier transform of the velocity autocorrelation
functions at 300 and 100 K (Figure 3). Here, we can clearly
see that motions in the frequency range below∼30 cm-1

decrease significantly upon cooling to 100 K. Thus, the diffusive
motions at room temperature are produced by motions in this
frequency range, which are replaced by vibrational motions at
significantly higher frequencies than 100 cm-1. When the
ω-dependence ofS(Q,ω) is calculated from the obtained spectral
density using a one-phonon approximation, the boson peak
shown in Figure 1c at 100 K is precisely reproduced. This
quantitatively confirms the predicted mechanism behind the
boson peak. Lubchenko and Wolynes explained the origin of
the boson peak by using a quantum model, the so-called two-
level system.38 Our view is similar to theirs in the sense that
the existence of different energy levels is the origin of the boson
peak, although this paper uses a classical treatment as opposed
to the quantum treatment of Lubchenko and Wolynes.

Finally, we discuss the number and nature of degrees of
freedom involved in the above transition from diffusive motion

at room temperature to vibrational motion at cryogenic tem-
peratures. In our previous study,23 the collective motions in the
solute protein are classified into three types. In Type 1, motions
on a multiply hierarchical energy surface account for∼0.5%
of the total degrees of freedom. In Type 2, motions on a singly
hierarchical energy surface account for∼4.5% of the total
degrees of freedom. In Type 3, harmonic motions account for
the remaining 95%. The energy surfaces of Types 1 and 2 are
illustrated in Figure 4a and b. Types 1 and 2 collective motions
should be involved in the transition and, therefore, responsible
for the boson peak. The shift in spectral density from lower to
higher frequencies is illustrated in Figure 4c,d. Frequencies
below∼30 cm-1 correspond to a time scale of>∼1 ps. Types
1 and 2 collective motions occur in this time scale at room
temperature. Although collective motions on a multiply hier-
archical energy surface account for less than 0.5% of the total
degrees of freedom, they dominate the total fluctuations,
contributing by more than 80%. JAM motions along these
degrees of freedom are responsible for the glasslike transition.
This situation is illustrated in Figure 4e. Since the existence of
fine structures on the energy surface is common in glassy
materials, we consider that our explanation should apply not
only to proteins but also to other materials.
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Figure 4. Model one-dimensional (a) multiply hierarchical and (b) singly hierarchical energy surfaces, and results of Brownian dynamics simulation using
these surfaces. Power spectral densities for (a) and (b) are shown in (c) and (d), respectively. Temperature dependences of mean-square fluctuations for (a)
and (b) are shown in (e) and (f), respectively.
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